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The study compared the results of three centrally reordered Diffusion-weighted MRI techniques aimed at the determi-
phase-encoded turboFLASH sequences for diffusion-weighted im- nation of the ADC values that correspond to characteristic
aging (DWI). The sequences were conventional turboFLASH, tur- features in the evolution of the disease must fulfill specific
boFLASH with subtraction of T1-related effects, and turboFLASH requirements. Ideally, the measurements should be per-
with correction for T1-related effects during the imaging period formed with an accuracy corresponding to the smallest
only. The relative merits were studied with respect to image quality changes in ADC which can be related to changes in the
and accuracy by computer simulation and by experimental valida-

pathophysiology of the disease. Diffusion-weighted images
tion on phantoms and on in vivo rat brain. A T1-related underesti-

must be acquired rapidly in order to produce motion-freemation of the diffusion coefficient ranging from 030% (T1 É 200
diffusion-weighted images. Moreover, when the method isms) to 05% (T1 É 1 s) was found to exist for the conventional
applied in the clinical environment, the total imaging timesequence. Image artifacts, caused by longitudinal relaxation dur-
must be kept short since it takes up part of the ‘‘therapeuticing the imaging period, are reflected in calculated diffusion maps.
window.’’ In experimental model conditions, most of theWhen the correction sequence is used, the artifacts and the system-
studies involving DWI are complemented by other tech-atic errors are reduced but longitudinal relaxation during the delay

between preparation and imaging periods remains large enough niques, and the entire set of measurements should occur on
to induce significant errors (015% for T1 É 200 ms to 03% for a time scale which is short with respect to the evolution of
T1 É 1 s) . The subtraction sequence eliminates the influence of the lesion.
T1 effects on the calibrations, but leads to identical artifacts for Among the imaging techniques available for these pur-
all diffusion-weighted images. q 1997 Academic Press pose, echo-planar imaging (7) is the technique of choice

but places high demands on the hardware. Considering the
restricted hardware capabilities existing at many sites, the

INTRODUCTION usefulness of turboFLASH in this context was investigated.
This technique combines typical imaging times of 300–1000

In the detection of stroke lesions, diffusion-weighted im- ms with a high spatial resolution capability. It consists of a
aging (1) (DWI) has proven to provide unique information preparation period which determines the desired contrast,
about early pathological changes. Experimental (2) and clin- followed by a short TR gradient-echo imaging period (8) .
ical studies (3) of acute cerebral ischemia have shown that For diffusion-weighted turboFLASH, the preparation period
ischemic lesions may be detected in the early phase of the consists of a pair of diffusion-sensitizing gradient pulses
brain infarct due to a decrease of the so-called apparent which are incorporated into a driven-equilibrium Fourier
diffusion coefficient (ADC). Several animal models were transform (DEFT) scheme (9) . Initial studies have demon-
designed to elucidate questions concerning the detection and strated that DWI could be successfully achieved in this way

on phantoms and healthy volunteers (10–12) . These studiesgenesis of ischemic brain lesions. Among the issues ad-
were performed on clinical imaging systems with typicaldressed with these models, some relate to the detection accu-

racy of the lesion extent at an early stage (4) , and others maximum gradient amplitudes of {10
√
3 mT/m and D Å

describe the relationship between the ADC parameter and 50 ms, producing diffusion-weighting b factors up to 59,000
the perfusion status (5) or investigate the existence of an s/cm2. However, detection of stroke lesions requires heavily
ADC threshold below which lesions evolve irreversibly to diffusion-weighted images, with typical b values around

100,000 s/cm2 (2, 3) .an infarct (6) .
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324 COREMANS ET AL.

Generally, for free diffusion characterized by a diffusion the preparation period and the imaging period [a]n is neces-
sary to include large spoiling gradient pulses and to allowcoefficient D , the diffusion coefficient is obtained by fitting

the image intensities Si of diffusion-weighted images i to for the decay of possible residual eddy-current fields. The
second sequence (referred to as the correction sequence)the equation A exp(0bi D) , or by performing a linear regres-

sion of ln Si versus bi . The diffusion weighting is given by uses the same RF pulse train, but acquires two data sets,
one of which, acquired by disabling the phase-encoding gra-the factor bi and is calculated by taking into account all

gradients present in the sequence (1) . Typically, the accu- dient, is used to correct the actual imaging data set (16) .
The third sequence [referred to as the subtraction sequenceracy of the technique can be assessed by performing calibra-

tion measurements on liquids with known diffusion coeffi- (15)] has [90 7x —TEp/2—180 7y —TEp/2—90 70x,x ]prep—
cient and extracting the diffusion coefficient from the slope t—[ax ,0x]n as preparation, where the last DEFT pulse and
of the semilogarithmic plot of Si versus bi . When the diffu- the slice-selective RF pulse are cycled in a two-phase cycling
sion-weighted turboFLASH sequence is implemented with scheme while the receiver phase remains constant. In deriv-
b values in the range of up to 100,000 s/cm2, a systematic ing the corresponding theoretical expressions, the following
deviation of the linear relationship was found, implying a assumptions are made: ideal RF pulses, perfect spoiling dur-
loss of accuracy (13) . The deviation could be attributed to ing the delay t and within the FLASH imaging part, and
longitudinal relaxation effects during the preparation and the full relaxation between two consecutive experiments.
imaging period. Longitudinal relaxation during the acquisi-
tion of the image is also known to degrade the desired con- Conventional Sequence
trast when using a magnetization-prepared sequence (14) .

The approach to steady state of the longitudinal magneti-This was the case for diffusion-weighted images acquired
zation for a spoiled FLASH sequence can be calculated bywith turboFLASH, where characteristic edge artifacts ap-
making use of the relationship between the longitudinal mag-peared in the phase-encoding direction due to the varying
netization before and after the n th a pulse, together withmagnetization during the imaging period. Strategies aiming
the expression for the longitudinal relaxation during the timeprimarily to overcome these image artifacts have been de-
TR between two consecutive RF pulses (17) . The longitudi-scribed in the past for T2-weighted (15) and diffusion-
nal magnetization directly after the n th a pulse, Mz(n , /)weighted turboFLASH sequences (16) .
is given byThe purpose of this work was to determine whether these

strategies could provide accurate diffusion data. Their rela-
Mz(n , /) Å Mz(n , 0)cos(a) , [1]tive merits were assessed with respect to accuracy and with

respect to the image quality of diffusion-weighted images
and associated calculated diffusion maps. This was realized with Mz(n , 0) as the longitudinal magnetization immedi-
by performing computer simulations, based on theoretical ately before the RF pulse. Between consecutive RF pulses,
expressions for the different strategies, which were experi- the longitudinal magnetization evolves by longitudinal relax-
mentally verified on phantoms. As an in vivo example, diffu- ation as
sion-weighted turboFLASH images and diffusion maps from
rat brain were compared to similar images using the spin- Mz(n / 1, 0) Å Mz(n , /)e0TR/T1

echo imaging sequence which was taken as the ‘‘gold stan-
/ M0(1 0 e0TR/T1 ) . [2]dard.’’

After substituting Eq. [1] in Eq. [2] and expressing theTHEORETICAL CONSIDERATIONS
result as a function of the magnetization for the first step,

We wish to describe the evolution of the transverse mag- one obtains
netization during the acquisition of diffusion-weighted tur-
boFLASH images. We consider a spoiled, slice-selective, Mz(n ,0)ÅMz(1,0)[E1cos(a)] n01

FLASH sequence in which all transverse magnetization is
eliminated at the end of each repetition cycle (perfect spoil- /M0(10 E1)

{10 [E1cos(a)] n01}
[10 E1cos(a)]

, [3]
ing). The diffusion-weighted preparation consists of a pair
of diffusion-sensitizing gradient pulses incorporated into a
DEFT scheme (Fig. 1) . where M0 stands for the equilibrium magnetization, a is the

The first sequence (referred to as the conventional se- flip angle, E1 Å exp(0TR/T1) , TR is the cycling time of
quence) comprises a preparation period with an RF pulse the FLASH sequence, T1 is the longitudinal relaxation time,

and Mz(1, 0) is the longitudinal magnetization before thetrain [907x —TEp/2—1807y —TEp/2—9070x ]prep—t—[ax]n ,
as described by Deimling et al. (10) . The delay t between first a pulse. The magnetization Mz(1, 0) is determined by
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325TURBOFLASH STRATEGIES

FIG. 1. Top: Diffusion-weighted turboFLASH sequence. A diffusion-weighted preparation period consists of a 907—TEp/2—1807—TEp/2—907

RF pulse scheme, incorporating two diffusion-sensitizing gradient pulses with duration d. The time between the onset of the gradient pulses is D. Gradient
pulses during the delay t are needed to spoil residual transverse magnetization. A gradient-spoiled FLASH imaging cycle with repetition time TR Å
6.513 ms and echo time TE Å 2.5 ms is repeated 64 times by using a centric phase-encoding scheme (0, {1, {2, . . .) . Bottom: Stejskal–Tanner
sequence for spectroscopic diffusion measurements. The timing was taken to be identical to the preparation period of the turboFLASH sequence.

the diffusion-weighted preparation period and the longitudi- where TE is the echo time of the FLASH sequence, b0 is
the b factor corresponding to the imaging part of the se-nal relaxation during the delay t:
quence, and T*2 is the effective transverse relaxation time
including possible inhomogeneity effects of the main mag-Mz(1, 0) Å M0E2e0bDe0t /T1 / M0(1 0 e0t /T1 ) , [4]
netic field. In the remaining analysis, we have neglected the
factor due to T*2 since it is common to each excitation step

where E2 stands for exp(0TEp/T2) with TEp as the prepara- n and to each diffusion-weighted experiment. The contribu-
tion time, T2 is the transverse relaxation time, D is the diffu- tion b0 , evaluated as 10 s/cm2 on the basis of the timing
sion coefficient, and b is the gradient factor for the diffusion and amplitudes of the imaging gradient pulses for the zero
gradient pulses in the preparation period. phase-encoding step, has also been neglected.

The transverse magnetization Mt(n) after the n th a pulse, Substitution of Eqs. [3] and [4] into [5] gives
at t Å TE, is given by

Mt(n) Å Mz(n , 0)e0TE/T*
2 e0b0Dsin(a) , [5] Mt(n) Å A(n)e0bD / B(n) [6]
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326 COREMANS ET AL.

with Disregarding the phase-encoding process for the moment,
we can state that the filter governing the course of Mt ,im(n)
is in essence identical to M *t (n) , and we obtainA(n) Å M0E2e

0t /T1 [E1cos(a)] n01sin(a) [7]

B(n) Å FM0(1 0 e0t /T1 )
Mt ,corr (n) Å M *t (n Å 1). [11]

1 [E1cos(a)] n01 / M0(1 0 E1) The corrected transverse magnetization remains constant
through all the excitation steps of the imaging period and is

1 {1 0 [E1cos(a)] n01}
[1 0 E1cos(a)] Gsin(a) . [8] given by

Mt ,corr (n) Å [M0E2e
0t /T1 e0bD

Equation [6] describes the evolution of the signal toward
steady state and implies that subsequent phase-encoding / M0(1 0 e0t /T1 ) ]sin(a) . [12]
steps are weighted differently, thereby imposing a filter
along the phase-encoding direction in k space. The shape of Again, Eq. [12] can be split into a diffusion-dependent and
the filter is determined by tissue parameters, e.g., T1 , and by diffusion-independent term
instrumental parameter settings (e.g., TR, flip angle, phase-
encoding order) . After Fourier transformation, image arti- Mt ,corr (n) Å E(n)e0bD / F(n) [13]
facts will appear in the phase-encoding direction due to the
filtering. with E(n) Å M0E2e

0t /T1 e0bDsin(a) and F(n) Å M0(1 0
As mentioned previously, quantitative diffusion results are e0t /T1 )sin(a) . Therefore, the same remark can be made here

obtained by using a nonlinear fit of diffusion-weighted data concerning the determination of the diffusion coefficient D
S(b) to the expression A exp(0bD) or by using a linear fit by using the expression ln S(b) as a function of b for fitting
of the logarithm of the data S(b) , i.e., ln S(b) to b (1) . the data.
Equation [6] shows that the transverse magnetization can
be separated into a diffusion-dependent term A(n)- Subtraction Sequence
exp(0bD) and a diffusion-independent term B(n) originat-

With the subtraction sequence, the phases of the last 907ing from the longitudinal relaxation during the delay t and
RF preparation pulse and of the slice-selective a RF pulseduring the time TR of each cycle. The presence of the diffu-
are changed according to [907x —TEp/2—180 7y —TEp/2—sion-independent term implies that extracting the diffusion
907(0x ,x ) ]prep—t—[a (x ,0x ) ]n , while the receiver phase re-coefficient D from a fit of ln S(b) against b becomes impos-
mains constant (x) . The result is that the diffusion-indepen-sible. As will be shown in the following sections, fitting of
dent term is eliminated from Eq. [6] and the transversethe data to the expression A exp(0bD) / B seemed to be
magnetization after the n th a pulse is given bymore appropriate for this case.

Correction for the k-Space Filter Effects Mt(n) Å 2M0E2e
0t /T1 e0bD[E1cos(a)] n01sin(a) [14]

Here, two sets of data are acquired: a first set M *t (n) of
diffusion-weighted measurements is acquired without phase- and thus
encoding gradients and a second set consists of the actual
image data Mt ,im(n) . The first set determines the evolution Mt(n) Å 2A(n)e0bD , [15]
of the transverse magnetization M*t (n) as expressed by Eq.
[6] and, when normalized to the value of the first excitation where A(n) is described by Eq. [7] . Equation [15] shows
step, defines a function w(n) : that the diffusion coefficient can presently be derived by

fitting the data to ln S(b) expressed as a function of b .

w(n) Å M *t (n)

M *t (n Å 1)
. [9]

MATERIALS AND METHODS

Pulse Sequences
In practice, the function w(n) was calculated by taking the
peak values of the absolute value of the echo signal corre- The RF pulse train in the preparation period consisted of
sponding to M *t (n) and M *t (n Å 1). The function serves hard pulses with a typical pulse width of 22 ms for a 907
to correct subsequently acquired image data Mt ,im(n) : pulse. Trapezoidal gradient diffusion-weighting pulses with

a variable amplitude G were applied before and after the
1807 RF pulse, yielding b factors from 0 to 94,727 s/cm2Mt ,corr (n) Å Mt ,im(n) /w(n) . [10]
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(Fig. 1) . The b factors were calculated analytically ac- where fy Å (g /2p)GyT , with g the gyromagnetic ratio for
protons, Gy the phase-encoding gradient amplitude, T thecording to the Stejskal–Tanner formula, including rise and

fall times of the gradient pulses (18) , phase-encoding gradient duration, and r(y) the spin density.
The image of the object was then calculated by the inverse

discrete Fourier transform of the sampled function s*( fy) :b Å (gG)2[(D 0 d /3)d 2 / e 3 /30 0 e 2d /6] , [16]

where g is the gyromagnetic ratio for protons, G is the I(yj) Å ∑
N /2

pÅ0N /2/1

s(pD fy)Mt(n)e0 i2ppD fyyjD fy . [18]
gradient strength, d is the pulse duration, D is the duration
between the start times of the two gradient pulses, and e is
the rise and fall time of the gradient pulses. In our case, e The relationship between the spacing and spatial frequency
is determined by the slew rate multiplied by the gradient is given by D fy Å 1/NDy Å 1/FOV, where N is the number
strength. A delay t of 4.882 ms was used between the prepa- of samples in the y direction, Dy is the pixel width, and
ration period and the imaging period. The imaging period FOV is the field of view in the phase-encoding direction.
consisted of a spoiled FLASH sequence (TR/TE Å 6.513/ In Eq. [18], n stands for the excitation index within the
2.5 ms) which included a variable (decreasing) spoiling FLASH sequence and determines the weighting of the phase-
gradient along the slice-select direction (19) and a rewinder encoding step corresponding to the index p . A transforma-
in the phase-encoding direction. The combination of spoiler tion p Å T(n) is necessary to link both indices so that Eq.
and rewinder gradients has been shown to rotate typical [18] can be written as
banding artifacts, caused by residual transverse coherences,
parallel to the imaging plane (20) . The amplitudes of the
spoiler gradient were chosen experimentally to suppress the I(yj) Å ∑

N

nÅ1

s[T(n)D fy]Mt(n)e0 i2pT (n )D fyy jD fy ,
artifacts (decreasing amplitudes from 8 G/cm in 64 steps of
0.1 G/cm). To assess the efficiency of spoiling, the imaging j Å 1, 2, . . . , N . [19]
sequence was adapted to provide a measurement immedi-
ately after the spoiling and rewinder gradients.

For a sequential phase-encoding scheme (0N /2 / 1, . . . ,Slice selection was performed with a Gaussian-shaped RF
N /2) , the transformation is given by T(n) Å (n 0 N /2) ,pulse with a nominal flip angle of 77 or 207 and a duration
while for a centric phase-encoding scheme (0, {1, {2,of 512 ms (spectral width of 5.4 kHz, FWHM), which re-
. . .) , the transformation may be written assulted in a slice thickness of 4.1 mm (phantom) and 2.2 mm

(rat brain) . The centric phase-encoding scheme (0, {1, {2,
. . .) with 64 phase-encoding steps was chosen for all exper-

T(n) Å [1 0 (01) n01]
4

n 0 (1 / (01) n01)
4

(n 0 1),iments. No data averaging was used (NEX Å 1) except for
in vivo imaging where NEX Å 8 was used.

n Å 1, 2, . . . , N . [20]

Simulations
Image profiles I(yj) were calculated for several diffusion

To assess the effect of the k-space filter on the image weightings and for parameter settings in accordance with the
quality and on the accuracy of the estimation of the diffusion experimental results. The parameters involve the sequence
coefficient, the image profile of a rectangular one-dimen- parameters TEp, b , t, TR, TE, a, matrix, and FOV used for
sional object was calculated for different parameter settings the experiments, and the phantom-specific parameters T1 ,
corresponding to the experimental results. The object had a T2 , and D . The values for the diffusion coefficient D were
width of 1.5 cm and was centered in the middle of the FOV. taken from the set of spectroscopic reference measurements
The Fourier transform s( fy) of the object was multiplied by for each sample. A value M0 Å 1 was taken for the entire
a weighting function which corresponded to one of the set of simulations. The parameters were fed into expression
courses of Mt(n) described by Eq. [6] , [12], or [14], [6] , [12], or [14] for Mt(n) and the image profiles were

calculated. A region of interest was chosen in the central part
s *( fy) Å s( fy)Mt(n) [17] of the image profile and the mean intensity was calculated.

Diffusion coefficients were obtained by a nonlinear-least-
squares analysis (SigmaPlot, Jandel Scientific, Erkrath, Ger-with
many) of the simulated data to monoexponential models

s( fy) Å *
`

0`

r(y)e i2p fyydy ,
S Å S0e0bD [21]
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TABLE 1and
Relaxation Times of the Samples

S Å S0e0bD / B , [22]
Concentration

CuSO4 (g/liter) T1 (ms) T2 (ms)
where S and S0 represent the magnitude of the mean intensi-

Gel A 1.125 217 { 1 36 { 1ties with and without diffusion weighting, respectively, and
Gel B 0.495 463 { 2 41 { 1B is taken constant. The b factor was calculated according
Gel C 0.290 765 { 3 46 { 1to Eq. [16]. The diffusion coefficients obtained in this way
Gel D 0.170 1102 { 4 47 { 1

were then compared to the input values of the simulation.
In order to account for possible slice effects, the course Note. Relaxation times (means { SD, n Å 3) obtained with inversion-

recovery (IR) and Carr–Purcell–Meiboom–Gill (CPMG) Sequences for T1of the transverse magnetization Mt(n) , starting from the
and T2 , respectively.diffusion-modulated initial longitudinal magnetization Mz(1,

0) , was calculated by solving the Bloch equations numeri-
cally for each phase-encoding step during the imaging pe-
riod. The simulation was performed for slice-selective gradi- parameters a Å 77 or 207, d Å 10 ms, D Å 25 ms, TEp Å
ent pulses and Gaussian-shaped RF pulses that were matched 50 ms, 128 1 64 matrix, 4.5 1 4.5 cm2 FOV, NEX Å 1,
in amplitude and duration to those used in the experiments. and 4.1 mm slice thickness were obtained for each of the
Between two subsequent RF pulses, perfect spoiling of trans- three sequences. Regions of interest (ROI) were chosen in
verse magnetization was assumed after each sampling pe- the center of the diffusion-weighted images of the samples.
riod. Slice profiles were calculated with a resolution of 0.5 Each imaging experiment for a particular sequence and flip
mm for each excitation step and the integral under the profile angle consisted of seven diffusion-weighting steps and was
yielded the desired transverse magnetization Mt(n) . Image repeated a number of times. The imaging experiment was
profiles of the one-dimensional object were again calculated preceded and followed by a series of spectroscopic diffusion
and diffusion coefficients were obtained using the same pro- experiments in order to obtain a reference value of the diffu-
cedure as stated previously. sion coefficient and to observe possible temperature-depen-

dent variations. A simple Stejskal–Tanner sequence (Fig.
Experimental Protocol 1) with parameter settings identical to those imaging prepa-

ration was used for these measurements. Diffusion-weightedThe experiments were performed on a 4.7 T system
spectra were acquired from the entire sample and the abso-(SISCO, Palo Alto, California) with a bore diameter of 330
lute value of their peak amplitudes was determined. The datamm. The system is equipped with insert gradient coils with
from the spectroscopic measurements and from the ROI werean internal diameter of 12.5 cm and providing maximum
transferred to a PC and diffusion coefficients were calculatedgradient strengths of {100 mT/m in 250 ms.
from a nonlinear-least-squares fitting the data to Eqs. [21]
and [22], using the same software package as for the simula-Phantoms
tions.

The phantom material was made from a saline solution
and agar–agar (3 wt%, Aldrich-Chemie, Belgium) doped In Vivo
with CuSO4 (Aldrich-Chemie) . The agar solution was

In vivo experiments were performed to compare the nor-contained in plastic cylindrical tubes (14 mm i.d., 95 mm
mal appearance of the brain as imaged with the navigator-length) and sealed with parafilm. Agar was used to reduce
corrected spin-echo sequence (22) to that obtained using theconvective flow within the tubes and to bring down the
turboFLASH sequence. The experiments were performed onT2 values into the range of brain tissue (21 ) . The samples
healthy female Wistar rats weighing 250–300 g. The ratswere placed individually in the middle of a homebuilt
were anesthetized with an intramuscular injection of a mix-low-pass RF birdcage coil (4.5 cm i.d.) , parallel to the
ture (7/1) of ketamine hydrochloride (35 mg/kg, Ketalar,main magnetic field. Temperature inside the magnet bore
Parker Davis, Morris Plains, New Jersey) and Xylazine (5was monitored by means of a mercury thermometer
mg/kg, Rompun, Bayer, Leverkusen, Germany). During the({0.27C) . The relaxation times T1 and T2 were determined
measurements, anesthesia was maintained by subcutaneousspectroscopically using the inversion-recovery spin-echo
injection, using an infusion set at a fraction of 1

3 of the above-sequence and the Carr– Purcell–Meiboom–Gill multiple-
echo sequence, respectively. The peak amplitudes of the mentioned mixture every 30 min. The head of the animal

was positioned in a stereotaxic apparatus (flat skull position)spectra were measured and analyzed using a nonlinear-
least-squares method (Table 1) . mounted in the birdcage RF coil. Flexible carbon fiber elec-

trodes were attached to the fore- and hindlimbs of the animalDiffusion-weighted images of each sample with imaging
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for monitoring the ECG (Bruker, Physiogard SM785 NMR, lines correspond to simulated data which represent the inte-
grated signal intensity under the calculated slice profile forMedizintechnik, Karlsruhe, Germany). All imaging experi-

ments were triggered to the ECG of the animal. The ECG each excitation step. Including slice-profile effects (satura-
tion of the central part with respect to the borders of thetriggering resulted in repetition times of 6 to 12 s, yielding

full relaxation for the brain tissue. The turboFLASH experi- slice) is necessary to reproduce the general features of the
signal curves. For example, the signal curve b2 belonging toments were preceded by a diffusion-weighted navigator spin-

echo imaging experiment (ECG triggered, TE Å 48 ms, d the conventional sequence has a slight minimum (5%)
around excitation step n Å 20, which could not be replicatedÅ 13.5 ms, D Å 26 ms, 128 1 64 matrix, 3 1 4.5 cm2

FOV, NEX Å 1, slice Å 2.2 mm). Sequence parameters for on the basis of Eq. [6] .
Although the major features of the signal curves are repro-turboFLASH imaging were TEp Å 37 ms, d Å 13.5 ms, D

Å 17.5 ms, 128 1 64 matrix, 3 1 4.5 cm2 FOV, NEX Å 8, duced by the simulations, Fig. 2 (top and middle) shows
that a discrepancy occurs between the measured and simu-and slice Å 2.2 mm. The smaller preparation time and aver-

aging over eight acquisitions were necessary to obtain rea- lated signal curves. Since the signal curves are sensitive to
the flip-angle distribution within the slice profile, the mostsonable signal-to-noise ratios for the slice thickness of 2

mm. A slice thickness of 4.1 mm (as for the phantom study) probable source of error was expected to be found in match-
ing experimental and simulated flip angles. Flip-angle cali-resulted in partial volume effects which hindered the identi-

fication of structures within the brain. bration was performed nonselectively on the entire sample
and flip-angle values were obtained by determining the trans-

Diffusion Maps mission power value for which the signal ratio Sa/S907 Å
sin(a) , where S907 corresponded to the maximum measuredDiffusion maps of phantoms and ADC maps of rat brains
signal. Using this transmission power in a slice-selectivewere calculated from a series of diffusion-weighted images
pulse calibration revealed a 15% change in flip-angle value.by performing a nonlinear-least-squares fit on a pixel-by-
Discrepancies could also have been caused by the noisepixel basis. The diffusion-weighted images had a signal-to-
contribution on the first data point by which the signal curvesnoise ratio (SNR) large enough to avoid offsets due to the
were normalized, or by a mismatch between experimentalbackground noise (SNR§ 6) (23) . The calculation program
and simulated diffusion weighting. The first contribution isrunning on a SPARC-2 station (Sun Microsystems Inc., Cali-
more likely to occur for lower signal values, hence for higherfornia) was derived from existing software (24) , adapted
b values. While this corroborates the results for the conven-for the SISCO data file format. The program was checked by
tional sequence, it is not the case for the subtraction sequencecalculating diffusion maps from several artificial diffusion-
where the experimental signal curves do overlap for all bweighted images and comparing the statistical results with
values. A major mismatch in diffusion weighting would haveresults obtained by commercial software (SigmaPlot, Jandel
been reflected in a difference between experimental and sim-Scientific, Erkrath, Germany). The b factors for the naviga-
ulated attenuation plots (see next section), since the maintor spin-echo images were calculated numerically. The cal-
signal is recorded during the first excitation steps for centricculation included rise and fall times of the gradient pulses
phase-encoded sequences.and the presence of cross terms. A negligible deviation of

Figure 2 ( top) shows that for the conventional se-0.01% existed between analytic and numeric calculations of
quence, the course of the curves may increase or decreasethe b factor in a range of 0 to 200,000 s/cm2 for the simple
depending on the choice of the b factor. The consequencecase of the spectroscopic Stejskal–Tanner diffusion se-
for the centric phase-encoding scheme is that the filter willquence (Eq. [16]) .
have a high-pass or low-pass characteristic, respectively.
Each diffusion-weighted image will therefore exhibit a

RESULTS AND DISCUSSION different edge artifact, which will be propagated into the
calculated diffusion map. The figure shows that a high-Approach to Steady State
pass filter will become more likely for increasing diffusion
weightings. In general, the filter effect will be determinedExamples of the T1-dependent transient course of the sig-

nal during the imaging period are shown in Fig. 2. The data by the relative amplitude of the magnetization after the
first excitation step with respect to its steady-state value.points represent measured signal curves for the sample with

the largest T1 and a nominal flip angle a of 207. They are For instance, for the conventional sequence, the relative
amplitudes are governed by multiple parameters describ-obtained by determining the absolute value of the echo am-

plitudes acquired without phase encoding. The signal curves ing the diffusion-preparation period (TEp , T2 , b , D , t,
T1 ) and the imaging period (a, T1 , TR) .were normalized to the first data point, thereby eliminating

the influence of diffusion preparation. As such they represent The results for the subtraction and the correction sequence
are shown in Fig. 2, middle and bottom, respectively. Thethe function w(n) which describes k-space filter effects. The
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striking difference with Fig. 2 (top) is that the signal inten-
sity curves coincide for all values of the b factor. The curves
in Fig. 2 (bottom) remain constant with increasing excitation
step while a decrease is noticed for the curves in Fig. 2
(middle) . These features are generally valid for the other
samples as well. In contrast to the correction sequence,
where no edge artifact is expected for flat signal curves,
the subtraction sequence will suppress the high-frequency
content of the images and produce blurring artifacts which
will be identical for each diffusion-weighted image. As a
result, the diffusion map will be widened in the phase-encod-
ing direction with a severity corresponding to the blurring
in the diffusion-weighted images.

Measurements of the residual transverse magnetization
are shown in Fig. 3. The effectiveness of spoiling is demon-
strated by a comparison of the signal measured with and
without spoiling. The measurements were performed without
diffusion weighting (largest signal) and for flip angles of
77, 207, 307, and 907. The residual signal is observed as
intense lines parallel to the read-out direction. Each line
corresponds to a separate MR signal having different phase
encoding. The results show that no observable residual signal
was detected for the flip angles used in this work. Further-
more, enhancement of the residual signal (as in GRASS)
would have induced an oscillatory approach of the signal
curves to steady state (25) .

Simulated Image Profiles and Experiments

The effect of the k-space filter on the image quality has
been assessed by calculating the image profiles of a one-
dimensional object and are presented in Fig. 4. The normal-
ized signal curves w(n) were used to calculate the image
profiles in order to show the filter effects and to allow com-
parisons with the original object. For gel A, the image pro-
files demonstrate edge-enhancement artifacts for both flip
angles, which for the highest b values reach a magnitude of
four times the average intensity of the central part of the
image. The profiles for gel D vary from a loss of edge
definition (low b) to edge enhancement (high b) , depending
on the choice of the flip angle and b value. These features
are in contrast with the results for the subtraction sequence
where the edges of the object are smoothed in all cases. TheFIG. 2. Approach of transverse magnetization toward steady state dur-
image profiles for the two b values coincide and the smooth-ing the imaging sequence (points, experimental; lines, simulations) . The

curves are normalized to the first data point and are presented for the sample ing effect is more pronounced for larger flip angles.
with the largest T1 (gel D), a Å 207, and for several values of the b factor Examples of the corresponding experimental diffusion-
(in s/cm2): b0 Å 10, b1 Å 5931, b2 Å 23,683, b3 Å 37,013, b4 Å 53,294, weighted images are shown in Fig. 5. In Fig. 5a, diffusion-
b5 Å 72,537, b6 Å 94,737. Top: The signal curves for the conventional
sequence take different time courses which depend on the b factor used. A
descending signal curve for small b factors changes gradually to a rising
curve for larger b factors. Signal curves for other samples show different
time courses depending on the specific relaxation times and sequence pa- which is governed by the parameters TR, T1 , and a. Bottom: Signal curves
rameter values. Middle: The signal curves for the subtraction sequence for the correction sequence. The signal curves have been corrected in order
decrease with n and coincide, irrespective of the range of the b factors to present a flat time course. The time course is the same for the other
used. The curves for the other samples show the same descending feature, samples as well. Simulations were not performed for this case.
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FIG. 3. Raw data acquired immediately after the spoiler and rewinder gradients in the imaging sequence: acquisition without ( left column) and with
(right column) spoiler gradient. Data were acquired from gel D with b Å 10 s/cm2 and a Å 77, 207, 307, and 907. Each vertical line in the data sets
corresponds to the measurement of the transverse magnetization.

AID JMR 1025 / 6j14$$1025 01-17-97 22:06:47 magas



332 COREMANS ET AL.

FIG. 4. Calculated image profiles are shown for b1 Å 10 and b2 Å 72,537 s/cm2, and for flip angles of a Å 77 and a Å 207. Normalized signal
curves were used in the calculation of these image profiles and could therefore by compared with the original object profile (‘‘obj’’) . The left column
and right column represent the calculated profiles for gel A and gel D, respectively. Top row: Conventional sequence; middle row: subtraction sequence;
bottom row: correction sequence.

weighted images acquired with b Å 10 and 72,537 s/cm2 sequence (second row) corresponding to the low-pass filter
characteristic of the signal curves, as shown in Fig. 2 (mid-are shown for a Å 77 only (columns 1 and 2, respectively) ,

while the calculated diffusion maps are shown in column 3 dle) . As mentioned in the previous section, this effect is
now identical for each b value and will consistently be propa-for a Å 77 and column 4 for a Å 207. The images show an

edge-enhancement artifact for the conventional sequence gated in the calculation of the diffusion map where it will
produce a broadening of the calculated diffusion map. This( top row), which is amplified for large b values. This finding

is consistent with the high-pass characteristic of the normal- is most visible for the diffusion map obtained with a Å 207.
The third row in Figs. 4 and 5 exhibits the profiles andized signal curves. The artifact is characterized by a ‘‘saw-

tooth’’ pattern which is reflected as a secondary rim along images for the correction sequence. The edge artifacts are
absent, which agrees with the flat signal curves of Fig. 2the phase-encoding direction on the diffusion-weighted im-

ages. The rims are still present in the calculated maps. Simi- (bottom). However, a smearing effect is noticed in the
phase-encoding direction, e.g., the DC spot, which can belarly, a smoothing effect is noticeable for the subtraction
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FIG. 5. Diffusion-weighted images associated with the simulated image profiles of Fig. 4. Images are presented for the conventional sequence (top
row), the subtraction sequence (middle row), and the correction sequence (bottom row). (a) Images for gel A (T1 Å 217 ms) are shown for a Å 77

with b Å 10 s/cm2 and b Å 72,537 s/cm2 in the first and second column, respectively. Columns 3 and 4 are calculated diffusion maps which were
obtained from a series of five to seven diffusion-weighted images acquired with a Å 77 (column 3) and a Å 207 (column 4). The images were scaled
individually for reasons of display. (b) Images for gel D (T1 Å 1.102 s): The typical artifacts on the images are still visible, although less pronounced
due to the larger T1 value.
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FIG. 6. Semilogarithmic calibration plots are shown for the conventional sequence (‘‘CON’’) , the subtraction sequence (‘‘SUB’’) , and the correction
sequence (‘‘COR’’) . Computer simulations (including slice effects, left column) as measurements (right column) were conducted for nominal flip angles
of 77 (open symbols) and 207 (filled symbols) . The experimental data points are displayed as means { SD (n Å 6) and are interconnected with lines.
In most cases the error bars were smaller than the symbols. The plots were normalized to the first data point for reasons of display only. The results are
presented for all samples: gel A (top row), gel B (second row), gel C (third row), and gel D (bottom row).

explained by the fact that the correction consists of multi- but are less severe than those for the first sample. This is
because T1-related terms become less important for increas-plying the full echo signal with the function 1/w(n) (see

Eq. [10]) . Therefore, a constant signal will in turn be ing T1 values: in the expressions they appear as exp(0TR/
T1) and exp(0t /T1) which become 1 for the case T1 Å `.weighted by 1/w(n) and the smearing will be proportional

to the extent to which the data must be corrected. Similarly, For the subtraction sequence, the term responsible for the
filter effect is described in Eq. [14] by [E1cos(a)] n01 andthe noise in different k-space lines will be unequally

weighted depending on the function 1/w(n) . The images is clearly independent of the b factor. This suggests that a
compensation can be envisaged by using a variable-flip-for the sample with the largest T1 value are shown in Fig.

5b. The artifacts specific for each sequence are still present angle series which is common to all b values.
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the diffusion-independent terms B(n) and F(n) in Eq. [6]
and Eq. [13], respectively. Although these values are zero
for the most important excitation step, i.e., B(n Å 1) Å 0
and F(n Å 1) Å 0, the results show that subsequent steps
do have an influence on the main intensity in the images.
The term B(n) has two contributions coming from the longi-
tudinal relaxation during the time t and during the imaging
period TR, while only the contribution from the delay t is
contained in F(n) . Correcting for the relaxation during the
period TR, as the correction sequence does, is clearly not
sufficient to fully eliminate the error. The longitudinal relax-
ation during the small delay t (t Å 4.882 ms, t /T1 Å 0.02
for the smallest T1) is large enough to generate systematic
errors. This may cause a problem when a larger delay would
have to be used for gradient preparation in order to reduce
eddy-current effects (14) . Finally, when considering the
plots in Fig. 6, it can be understood why deviations wereFIG. 7. Calibration plots for the set of spectroscopic reference measure-

ments. The data points are presented as means { SD (n Å 4 to 6) with not observed in previous work: Here either a low range of
interconnecting lines. The linear relationship is obvious and a linear regres- b factors was used [20,000 s/cm2 (11)] on samples with
sion of the data resulted in correlation coefficients r 2 of 1.000 in most cases,

various T1 values or b factors up to 59,000 s/cm2 wereand 0.9988 at worst, for some cases with gel D.
applied on samples with high T1 values (pure water) (12) .

The good agreement between theoretical and experimental
findings and the fact that the spectroscopic reference mea-

Accuracy Considerations surements show a linear plot (Fig. 7) indicates that the
deviations are not due to other physical effects such as theSemilogarithmic attenuation plots are shown in Fig. 6 for
presence of local gradients or the existence of multiple diffu-all the experiments. It is clear that a substantial deviation
sion compartments. Cross-term effects between gradientfrom linearity exists for the conventional sequence and for

the correction sequence. This deviation can be ascribed to pulses are also to be excluded since they would have pro-

TABLE 2
Results (in 1005 cm2/s) of Computer Simulations from TurboFLASH Including Slice Effects

Technique: Conventional Subtraction Correction

a: 77 207 77 207 77 207

Gel A
Input 2.153 2.145 2.153 2.145 2.153 2.145
(1) 1.41 { 0.07 1.39 { 0.07 2.157 { 0.003 2.149 { 0.003 1.80 { 0.04 1.79 { 0.04
(2) 2.16 { 0.01 2.15 { 0.01 2.15 { 0.02 2.15 { 0.04

Gel B
Input 2.183 2.164 2.183 2.164 2.183 2.164
(1) 1.82 { 0.05 1.80 { 0.05 2.187 { 0.003 2.168 { 0.003 2.03 { 0.02 2.01 { 0.02
(2) 2.19 { 0.01 2.17 { 0.01 2.18 { 0.01 2.16 { 0.01

Gel C
Input 2.167 2.175 2.167 2.175 2.167 2.175
(1) 1.97 { 0.03 1.97 { 0.03 2.171 { 0.003 2.179 { 0.003 2.08 { 0.01 2.09 { 0.01
(2) 2.18 { 0.01 2.18 { 0.01 2.17 { 0.01 2.18 { 0.01

Gel D
Input 2.381 2.368 2.308 2.273 2.308 2.273
(1) 2.22 { 0.03 2.20 { 0.03 2.312 { 0.003 2.279 { 0.003 2.25 { 0.01 2.21 { 0.01
(2) 2.38 { 0.01 2.37 { 0.01 2.31 { 0.01 2.27 { 0.01

Note. Results (means { SE) from nonlinear-least-square fit to (1) A exp (0bD) and (2) A exp(0bD) / B. Input: Diffusion coefficients taken as input
value for the simulation.
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FIG. 8. Plot of the %DEV Å [(Dim 0 Dref )/Dref ] 1 100 versus T1 for all samples, where Dim stands for the diffusion coefficient derived from simulated
image profiles (left column) or from acquired images (right column). Dref is the diffusion coefficient taken as the input parameter for the simulations or is the
diffusion coefficient determined from the spectroscopic measurements. The top row shows the percentage deviation from the reference values when the expression
A exp(0bD) is used for deducing the coefficient D, whereas the expression A exp(0bD) / B is used for the bottom row.

duced identical deviations for all samples (the samples have slight deviations from linearity on the corresponding curves
in Fig. 6. The results in Table 2 confirm that the accuracyalmost identical diffusion coefficients) . When pooling the

totality of the spectroscopic results (n Å 24) per sample, of the estimation of the diffusion coefficient may be im-
proved when fitting the data to A exp(0bD) / B since thisthe diffusion coefficients amount to 2.151 { 0.009 1 1005

cm2/s for gel A, 2.178 { 0.008 1 1005 cm2/s for gel B, expression is better suited to describe the physical model
for these sequences (see Eqs. [6] and [13]) . The same con-2.160 { 0.009 1 1005 cm2/s for gel C, and 2.305 { 0.057

1 1005 cm2/s for gel D. The temperature registered on the clusion is valid for the experimental data presented in Table
3, where the accuracy could again be improved by includingaverage in the magnet bore was 22.47C for which a diffusion

coefficient of 2.2 1 1005 cm2/s is found for water (1) . The an additional constant term. However, when fitting the data,
the error on the fitted parameter B became very large insmall standard deviations indicate that ambient conditions

were stable during the measurement sessions, except for gel some cases. In Table 3 only the cases for which a t test on
this parameter gave values of t ú 10 (P õ 0.01) wereD where a systematic decrease was noted going from 2.38

to 2.23 1 1005 cm2/s. With a temperature dependence of included. In other words, only those cases were retained for
which the parameter B led to an improved prediction of the2.4%/7C (water) , this corresponded to a temperature change

of 2.67C. dependent variable D .
The systematic error in the calibration measurements wasThe results are summarized in Table 2 for the simulations

and in Table 3 for the experiments. From Table 2, one can quantified by calculating a percentage deviation, defined as
%DEV Å [(Dim 0 Dref ) /Dref ] 1 100. The diffusion coeffi-see that the measured diffusion coefficient is underestimated

by the conventional and the correction sequence, even for cient Dim , derived from simulated image profiles or from
imaging experiments, is compared to Dref which is used asthe sample with the largest T1 value. This is reflected as
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TABLE 3
Experimental Results (in 1005 cm2/s) from Samples Using TurboFLASH Diffusion-Weighted Imaging

Technique: Conventional Subtraction Correction

a: 77 207 77 207 77 207

Gel A
Spect. 2.156 { 0.006 2.148 { 0.004 2.143 { 0.007 2.148 { 0.008 2.153 { 0.005 2.145 { 0.005
Im(1) 1.45 { 0.02 1.44 { 0.01 2.24 { 0.03 2.14 { 0.01 1.84 { 0.02 1.86 { 0.02
Im(2) 2.13 { 0.06 2.10 { 0.08

Gel B
Spect. 2.190 { 0.005 2.177 { 0.001 2.152 { 0.016 2.172 { 0.013 2.188 { 0.018 2.192 { 0.007
Im(1) 1.87 { 0.02 1.90 { 0.04 2.23 { 0.01 2.25 { 0.02 2.09 { 0.04 2.10 { 0.02
Im(2) 2.18 { 0.08 2.18 { 0.06

Gel C
Spect. 2.170 { 0.007 2.165 { 0.016 2.192 { 0.007 2.187 { 0.009 2.154 { 0.005 2.158 { 0.004
Im(1) 2.15 { 0.01 2.13 { 0.01 2.27 { 0.02 2.24 { 0.01 2.26 { 0.02 2.21 { 0.02

Gel D
Spect. 2.381 { 0.006 2.368 { 0.008 2.308 { 0.014 2.273 { 0.010 2.251 { 0.007 2.232 { 0.010
Im(1) 2.29 { 0.03 2.27 { 0.02 2.29 { 0.02 2.26 { 0.01 2.27 { 0.02 2.32 { 0.02

Note: Im(1),(2): Results (means { SD; n Å 6) from turboFLASH images fitted to (1)A exp(0bD) and (2)A exp(0bD) / B. Spect: Results (means { SD,
n Å 4–6) from spectroscopic diffusion measurements fitted to A exp(0bD).

input for the simulations or is extracted from the spectro- Neglecting slice effects in the simulations did not produce
major changes in the results. An explanation can be foundscopic reference measurements. In Fig. 8 the %DEV has

been plotted against T1 for the complete set of simulations in the observation (based on simulation and measurement)
that distortions of the slice shape occur only from about the(left) and measurements (right) . Although differences are

found for some points between simulation and experiment, 10th excitation step onward, when most intense lines have
already been acquired. Therefore no appreciable influencethe general appearance is very similar. The figures show

that, when using the conventional sequence, the deviations on the mean intensity of the images is expected. Simulations
performed for smaller flip angles, down to 47, did not im-amounted to 033% for the sample with the smallest T1 . The

error decreases for larger T1 values but can still add up to prove the results either. This is understandable when we
consider how the relative contributions of the diffusion-inde-10% for the conventional sequence and 5% for the correction

sequence when T1 É 800 ms. The simulations show that pendent term B(n) and the diffusion-dependent term A(n)
are changing with the excitation step n for different flipeven for T1Å 1.1 s, the deviation is not strictly zero. This has

its importance in the light of using turboFLASH to acquire angles. For a range going from 47 to 207, the change of the
ratio B(n) / [A(n)exp(0bD)] with n coincides for the firstdiffusion data at low magnetic fields. For instance, at 1.5 T,

T1 values around 1000 and 710 ms are found for gray and six to eight excitation steps. This indicates that their relative
contribution is independent of the flip angle during the firstwhite matter, respectively (27) . As already shown in Tables

2 and 3, the errors are significantly reduced (P õ 0.05) excitation steps. Again, for centric phase encoding most of
the signal is acquired during these steps, and no major influ-when the second expression is used to fit the data for the

conventional and the correction sequence (Fig. 8, bottom ence of the flip angle on the calibration results is expected.
This is also apparent in Fig. 6 where the plots for 77 andleft and right) . The error is eliminated when using the sub-

traction sequence. 207 coincide. Another consequence of the centric phase-

TABLE 4
Signal-to-Noise Ratios Measured on Rat Brain Images (Cortex/Background)

Technique: Conventional Subtraction Correction

a: 77 207 77 207 77 207 Spin echo

b Å 12 12 37 16 36 17 23 b Å 2262 24
b Å 97306 6 19 8 17 12 18 b Å 83524 15
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FIG. 9. ECG-triggered navigator-corrected diffusion-weighted spin-echo images and associated calculated ADC map (right) of the rat brain. Sequence
parameters: TRmin /TE Å 6000/48 ms, D Å 26 ms, d Å 13.5 ms, 3 1 4.5 cm2 FOV, NEX Å 1, 64 1 128 matrix, and 2.2 mm slice. The calculated map
was obtained from eight diffusion-weighted images with b factors taken within a range of 2262 to 195,688 s/cm2. Diffusion gradients were applied
along the slice-select direction. Regions with high ADC values are hypointense on the diffusion-weighted images, whereas they are hyperintense in the
calculated ADC maps. In the left image, the dorsal part (white arrow) and the ventral part (white arrowhead) of the third ventricle are visible, while
the corpus callosum is denoted in the middle image (white arrow).

encoding scheme is that the same errors may be expected Å 200 ms, 010 to 07% for T1 Å 800 ms and 05 to 04% for
T1 Å 1.1 s. The effort to bring down the repetition time to 3.5for small and large matrix sizes since they share the first

excitation steps. ms is beneficial, but insufficient for smaller T1 values.
Finally, the results did improve when the simulations were

In Vivoperformed for smaller repetition times TR. For instance, for
the conventional sequence, a simulation performed with TR Å The three sequences were also applied to obtain diffusion-

weighted images of the rat brain in vivo. Typical values for3.5 ms reduced the deviation from about 033 to 021% for T1

FIG. 10. ECG-triggered diffusion-weighted turboFLASH images and calculated ADC maps of the rat brain. The images are scaled individually to
provide a proper display. The images are acquired with a slice thickness of 2.2 mm, 3 1 4.5 cm2 FOV, 64 1 128 matrix, NEX Å 8, TEp Å 37 ms, d
Å 13.5 ms, and D Å 17.5 ms. Images in the top row were obtained with the conventional sequence, the second row shows the images for the subtraction
sequence, and the third row shows the images for the correction sequence. The calculated maps were obtained from six to seven diffusion-weighted
images depending on the signal-to-noise ratios in the most heavily diffusion-weighted image.
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FIG. 11. Calculated image profiles for an object with properties of gray matter (GM) and white matter (WM). Simulations were performed for field
strengths of 4 T\1.5 T, respectively, with T1 /T2 (GM) Å 1.724/0.063s\1.000/0.085, T1 /T2 (WM) Å 1.043/0.050 s\0.710/0.075, ADC (GM and WM)
Å 0.70 1005 cm2/s, T1 /T2 (muscle) Å 1.830/0.026 s\0.980/0.031, and ADC (muscle) Å 1.5 1005 cm2/s. The profiles are calculated for the correction
sequence where the correction is performed with a function corresponding to the mean values for GM, WM, and muscle. (b1 Å 10 s/cm2, b2 Å 72,537
s/cm2).

the SNR (cortex/background) are given in Table 4. The for the smallest flip angle and large diffusion weighting. The
correction 1/w(n) will therefore consist of a low-pass filterdifference of the SNR for the correction sequence with re-

spect to the other two sequences can be explained by the which will reduce the noise for higher excitation steps.
Apparent-diffusion-coefficient (ADC) maps were derivedunequal weighting of the noise in each k-space line. For

instance, a high-pass k-space filter w(n) may be expected and compared with the calculated maps obtained from navi-
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FIG. 12. Semilogarithmic plots for rat brain. Plots are normalized to the first data point and are shown for the spin-echo sequence (bottom right)
and for the turboFLASH sequences (a Å 77 and 207) : conventional sequence (top left) , subtraction sequence (top right) , and correction sequence
(bottom left) . Data were taken from a ROI in the left (L) and right (R) hemisphere of the neocortex.

gator-corrected diffusion-weighted spin-echo images (Fig. corrected with a nonadapted function, common to the totality
of the structures (i.e., muscle, white matter, gray matter,9) . Visual comparison of images is of course a subjective

matter, but the turboFLASH images in Fig. 10 show that CSF) in the image. To illustrate this last effect, image pro-
files were calculated for a one-dimensional object with prop-the predicted filter effects are discernible. For instance, a

smoothing effect is most apparent in the diffusion maps erties of gray matter (GM) and white matter (WM), but
corrected with a function corresponding to the mean valuescalculated for the largest flip angle (column 4). In fact, on

the basis of the phantom experiments, no image artifacts of GM, WM, and muscle. Only these structures were chosen
because they form the largest fraction of the tissue in thewere expected for the correction sequence. Several causes

could be at the origin of the disagreement with the expected slice. Values for T1 and T2 were taken for main fields of 4
and 1.5 T (27–29) . The results in Fig. 11 show that, evenresult. First, to attain a perfect compensation, the imaging

data set and the correction data set [represented earlier as for the correction sequence, small edge artifacts may be
expected in the form of an edge enhancement for whitethe function w(n)] must be submitted to identical filter prop-

erties. A departure from this case is possible since both data matter and a smoothing effect for gray matter. The artifacts
are expected to be more pronounced for larger b values andsets were acquired sequentially instead of interleaved with

a time interval of about fifteen minutes. Second, it has been larger flip angles but are not very sensitive to the main field.
Semilogarithmic plots of the data taken in a ROI in therecently shown (26) that the phase-encoding order has an

influence on the time course of the signal. Therefore, a differ- neocortex are presented in Fig. 12. The plots show no major
deviation from a linear relationship for the chosen range ofence may be expected between the time course of w(n)

(acquired without phase-encoding gradient) and the imaging b factors, which is consistent with Fig. 8, considering that
T1 for rat cortex has been found to be around 0.9 to 1.7 sdata (acquired with phase-encoding gradient) . While this

effect cannot be excluded, the effect would also have ap- at 4.7 T (30, 31) . The plots for a Å 77 and 207 and for ROI
taken in the left and right hemisphere are nearly overlapping.peared in the phantom experiments were none of such large

smoothing artifact was seen in these experiments. Third, The former confirms the results of the phantom experiments
while the latter indicates the absence of major asymmetriesthe individual structures, e.g., gray matter, may have been
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TABLE 5
Experimental Results (in 1005 cm2/s) from Rat Brain Using TurboFLASH and Spin-Echo Diffusion-Weighted Imaging

Technique: Conventional Subtraction Correction

a: 77 207 77 207 77 207 Spin echo

Cortex 0.66 { 0.03 0.69 { 0.03 0.63 { 0.03 0.69 { 0.03 0.67 { 0.03 0.73 { 0.05 0.63 { 0.03
(0.59–0.70) (0.61–0.73) (0.62–0.70) (0.63–0.74) (0.62–0.72) (0.67–0.79) (0.58–0.66)

Note. Results from ROI data taken in diffusion maps of the rat brain (means { SD, n Å 11 for turboFLASH and n Å 8 for spin echo). The ADC
were obtained by nonlinear-least-squares fit to A exp(0bD). Literature: 0.726 { 0.022 1 1005 cm2/s (5); 0.630 { 0.075 1 1005 cm2/s (31); 0.615 {
0.079 1 1005 cm2/s (32).

in the imaging setup. The results taken from ROI in the ADC maps are more pronounced for larger flip angles, thereby
limiting the use of large flip angles for signal-to-noise im-maps of Figs. 9 and 10, pooled over the two hemispheres, are

summarized in Table 5. No significant difference (Põ 0.01) provement. The artifacts are reflected by a loss of edge defi-
nition which tends to obscure the details in the images. Thesewas found between the results obtained from the spin-echo

sequence and the turboFLASH sequences with a Å 77. A findings may be important in the detection of small stroke
lesions in animals, since an accurate assessment of the lesionsignificant difference (P õ 0.01) with respect to the spin-

echo case and the a Å 77 case did exist for a Å 207. We area, and changes thereof, could be impaired when using
these sequences. The presence of artifacts is, however, lessascribe this to the increased blurring combining tissue-to-

tissue overlap of regions with different diffusion coefficients crucial for small flip angles (a Å 77 in our case) . Further-
more, for small flip angles, no difference was found for thepresent within these ADC maps. Despite these differences,

the results do agree with the range of values reported by estimated ADC values between the turboFLASH sequences
and the spin-echo sequence. In general, the ADC values wereothers on rat brain (Table 4).
in good agreement with literature data. As a consequence, in
the range of b values used, no overwhelming preference forCONCLUSION
any of the sequences could be made based on our in vivo

The experiments on phantoms have shown that a sys- results. The conventional sequence is therefore to be pre-
tematic error is induced by longitudinal relaxation in dif- ferred because the image data can be acquired in half the
fusion measurements performed with the conventional time required for the other two sequences.
centric phase-encoded turboFLASH sequence. The errors
are particularly large for smaller T 1 values, e.g., in a range APPENDIX: NOMENCLATURE
from 200 to 800 ms, which includes T1 values of brain
tissues at low fields. At first sight, the deviation could be b b factor due to diffusion and imaging gradients

b0 b factor due to imaging gradientsmistakenly interpreted as a multidiffusion compartment
phenomenon. Correction for the longitudinal relaxation D Diffusion coefficient

DWI Diffusion-weighted imagingeffects during the imaging time is not sufficient, since
longitudinal relaxation during the spoiling period t may E1 Symbol for exp(0TR/T1)

E2 Symbol for exp(0TE/T2)still induce significant errors, thereby limiting the use
of this delay for purposes of gradient preparation. The ECG Electrocardiogram

FLASH Fast low-angle shotinfluence of T 1 effects is eliminated by the subtraction
sequence, which gives the most accurate results for a fy Spatial frequency in the y direction

Gy Phase-encoding gradient amplitudelarge range of T 1 values. The application of this sequence
is accompanied with image artifacts which, as we antici- I(yj) Image of one-dimensional object

Mt(n) Transverse magnetization after n th RF pulsepate, could be reduced by using a variable-flip-angle se-
ries. Mt ,im(n) Transverse magnetization after n th RF pulse in

image dataWe restricted our in vivo study to a representative slice
position in rat brain which was chosen according to a posi- M *t (n) Transverse magnetization after n th RF pulse,

acquired without phase encodingtion which will be used in a localized stroke model (33) .
Our conclusions are therefore only relevant for this case. Mt ,corr (n) Transverse magnetization after n th RF pulse for

corrected image dataThe in vivo example demonstrates that for conditions of rat
brain at a field of 4.7 T, artifacts in the calculated ADC Mz(n , 0) Longitudinal magnetization before n th RF pulse
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9. E. D. Becker, J. A. Ferretti, and T. C. Farrar, J. Am. Chem. Soc.Mz(n , /) Longitudinal magnetization after n th RF pulse
91, 7784–7785 (1969).M0 Equilibrium magnetization

10. M. Deimling, E. Müller, G. Laub, M. Recht, and R. Kroeker, J. Magn.N Number of samples in the phase-encoding di-
Reson. Imaging 1, 202 (1991).

rection
11. J. E. Kirsch, Abstracts of the Society of Magnetic Resonance in

n Excitation step Medicine, 10th Annual Meeting, p. 774, 1991.
NEX Number of excitations 12. H. Lee and R. R. Price, J. Magn. Reson. Imaging 4, 837–842
s( fy) Fourier transform of one-dimensional object (1994).
s *( fy) Fourier transform of one-dimensional object 13. J. Coremans, M. Spanoghe, J. Sterckx, R. Luypaert, H. Eisendrath,

and M. Osteaux, Abstracts of the International Society of Magneticweighted with k-space filter
Resonance, 4th Scientific Meeting, p. 1340, 1996.T Duration of phase-encoding gradient

14. J. P. Muggler III, T. A. Spraggins, and J. R. Brookman, J. Magn.TR Repetition time in FLASH imaging sequence
Reson. Imaging 1, 731–737 (1991).TE Echo time in FLASH imaging sequence

15. T. Yamazaki, T. Miyazaki, H. Toyoshima, and T. Maki, AbstractsTEp Time between two 907 RF pulses in preparation
of the Society of Magnetic Resonance in Medicine, 10th Annual

period Meeting, p. 852, 1991.
w(n) Function which is used to correct the image data 16. Y. De Deene, J. De Poorter, C. De Wagter, and E. Achten, Abstracts

in the correction sequence of the Society of Magnetic Resonance, 2nd Annual Meeting, p.
a Flip angle in FLASH imaging sequence 1066, 1994.

d Duration of diffusion gradient pulses 17. W. Hänicke, K. D. Merboldt, D. Chien, M. L. Gyngell, H. Bruhn, and
J. Frahm, Med. Phys. 17, 1004–1010 (1990).e Rise and set time of diffusion gradient pulse

18. J. Mattiello, P. J. Basser, and D. LeBihan, J. Magn. Reson. A 108,D Duration between leading edges of diffusion
131–141 (1994).gradients

19. H. Z. Wang and S. J. Riederer, Magn. Reson. Med. 15, 175–191r Spin density
(1990).

t Time delay between preparation period and
20. A. P. Crawley, M. L. Wood, and R. M. Henkelman, Magn. Reson.FLASH imaging sequence

Med. 8, 248–260 (1988).

21. R. Mathur-DeVre, R. Grimer, F. Parmentier, and J. Binet, Magn.
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